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ABSTRET

The trouble with tet retrieval using keywords is that English ards

are imprecise: there may be ngamords for the entity the userants,

and each of these may alswéather (unintended) meaning3o get
closer to the dream of ‘retie what | mean, not what | sagystems

need to tak into account the sense in which eaatravis used in the

text stored, and to get from the user a more precise and complete
statement of the concept soughRecent research on machine-
readable dictionaries and thesauri may soonentak a reality
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1. Introduction

Large databases of X containing information such as scientific papergdleases,
newspaper archies and library catalogues ka keen common for manyears. Such
databases are typically toodarto allev a user to scan the entire collection okiten
search of an interesting itenkor this reason more practicable arabter methods of
retrieving pieces of t&t have keen deised.

One of these methods is calledyWword retrieval. In this method a user specifies a
keyword (or perhaps a boolean combination ejvkords) to be used in retud. For
example a simple query such lasi dge would retrieve dl articles containing the ard
‘bridge’. A boolean combination such pgsi ce and not (apple or orange)
might be used to find articles that mention ‘juicet Bre not concerned with fruit juices.

The standard method ofxteretrieval by keyword is fraught with dificulties caused by
the imprecise nature ofords. Sectior? explains and attempts to selthese problems
using the information contained in machine-readable dictionaries and thesauri.

Other methods of retrval from a lage database allothe user to retriee aticles that
concern topics of interest to the uséor example a user mightawt all the articles that
are concerned with gkiology Previous implementations of this method oxktteetrieval
have required the tet to be classified by subject before this process can be U$esl.
classification normally has to be performed manu&sction 3 gves amethod by which
text classification can be automated.



2. Text retrieval by keyword

Existing tet retrieval systems allav the user to specify a list ofelwords of interest.
Each piece of td in the database is chekto see if it contains one of theywords
specified. Ifa keyword is found the piece ofxeis retrieved.

This method is easy to use and, by using algorithms such as hash tablegedad in
indices, dicient to implement.However, keyword retrieval suffers from the restriction
that an gact match between theyword and a wrd in the tet is required for retrieal.

If the user is attempting to retvie &xt concerned with road erks, specifying the
keyword bridge will only find articles that plicitly mention ‘bridge’. Articles that
contain the wrds ‘walkway’, ‘pontoon’ or ‘footbridge’ will not be retried even though
these are close syrngms of the kyword.

Keyword retrieval also sufers from the problem of retwea of irrelevant articles that
contain a kyword used in a diérent sense to that intended by the uSameone who

wants to knev about road wrks and uses theard bridge will not be interested in an
article relating to the cardagne. Thenew text retrieval system described in this section

of the paper attempts to use the information contained in dictionaries and thesauri to
solve the two problems outlined abe@. This nev method is based on twagorithms:

one that performs sense disambiguation in natuxgl &ad one to perform dictionary to
thesaurus sense matchinthe way that these tavagorithms can be used inxteretrieval

is outlined in the nd two sections, folleved by details on the algorithms.

2.1 How to retrieve text

The method used to retvie ext described here consists of three parts: the selection of
the lkeywords by the usethe processing of thexeto be searched, and the selection of
relevant pieces of tet.

2.1.1 Keyword slection

In a standard dyword retrieval program the user entersovds to be matched aist
words in the tet. In this nav system the user is also prompted to obtain information on
the intended sense of eadkykord specified. There are tw possible vays of obtaining
this information. The first and preferreday is to look up the wrd provided by the user

in the thesaurus, displaying the entries for tagous senses of theond. Theuser can
then specify which of the senses best captures the intended usage dafrdheFar
example the entries fquice are:

alcohol, electricityfuel, liquid, nitty-gritty secretion, vigour

The user can then indicate whether the sense meaning electricity or the sense meaning
fruit juice is required.Using this method all@s the user tox@and the range of searching

by including words at a higher &l of the thesaurus by simply choosing a sense and
asking for the rgion to be enlayed to include more remote syiyoms of the kyword.

Once this is done the system has a thesaurus paragraph number to be usedin retrie

When using the second method the user is presented with the dictionary definition of the
keyword and is astd which of the indicated senses is intend&bis sense could then



converted into a thesaurus paragraph or matched directynsigoccurences of that
keyword in the stored ies.

2.1.2 Bx Processing

Most text archves available are distribted by some genisation. Br example press
agencies distrilte nevs stories to paying subscriber$o use this n& method of te&t
retrieval the distritutor will have to run a computer program to preprocess tie th will
determine the sense of each non-functiamdain the t&t using Algorithml. Asin the
‘Keyword selection’ section this dictionary sense has a corresponding thesaurus
paragraph which is determined using AlgoritAmThisthesaurus paragraph has a unique
number Once this process is complete each article af teas a list of thesaurus
paragraph numbers which are stored and transmitted with the afittdse numbers can

then be used for retrd as follows.

2.1.3 Retrigal

When a user is retn@ng text, either interactiely or in a batch procedure, each paragraph
number generated by the user is comparaihagthose associated with each artidfea

match occurs the article is rewreel and presented to the useBhould this method
produce too manincorrectly retriged aticles the user can specify more than one
keyword for each topic of interest and require that an article be selected only if some
number of paragraph numbers match.

2.2 Example

Suppose aASIO agent wishes to look up or retreeaticles concerned with entrapment.
He would enter the éyword entrap. The system presents him with tharious senses for
‘entrap’ listed in the thesaurusie would then choose the sense containing theviatig
synoryms:

endangercompromise, entrapxpose, imperil, jeopardise, peril, put
the skids under

The following article would be retriged:

Soviet foreign ministry security agents sted of some of the
bugging deices thg say were disceered in Swiet diplomatic
missions throughout the U.Svan Miroshkin of the Saet foreign
ministry security service said thatvesal bugs with connections to
radio transmitters were una@ed. Thepresentation as designed to
counter U.S. chges of Swiet sping. The Soviets displayed
photographs and diees thg called ‘Violations of their seereign
territory’ They said the deices were taén out of the Saet
residence in N& York City, the mission in \@shington and consulate
in San FranciscoThe Swiets did not say if anof their secrets had
been compromised by the presence of the listenivigeke

When this article ws processed theond ‘compromise’ had its sense determined using
Algorithm 1. The correct senseas:



7. Mil. to subject (classified material) to the risk of passing to an
unauthorised person.

as opposed to the more common meaning of making mutual concesalgonsthm 2
was then used to caert this word sense into a thesaurus pgraph. Thiswvas the same
as the one chosen by the agent, so the artateretriged.

3. Text retrieval by classification

Tex retrieval by classification is an alterngg  text retrieval by keyword. Keyword

retrieval searches for indidual words in the tet that match a particular patter©ne
particular word occurring in the t& is enough to conclude that an article should be
retrieved. Text retrieval by classification taks a more global approachihe entire tet of

an article is used to determine the subject matter of an article and the user is then able to
retrieve aticles that are about a subject of intere&s the entire tet is used this warks

best on databases where each article is on one tdf@wswire stories are a good
example of such td.

3.1 Previous Work

A program calledFORCE4[3, 2] has been implemented by DonalcaMér and Robert
Amsler of Bell Communications Researchlithis program performs xe retrieval by
classification. luses the Longmans Dictionary of Contemporary EngliSioCE). This
dictionary includes the special feature of subject codes for thos# senses that are
indicatve d a particular subject areaFor example the wrd ‘wind’ has the follaving
subject codes for itsavious senses that apply to a particular subject area [3 p 76]:

ML meteorology
DzZP physiology
MU music

NA nautical

HFZH  hunting

The FORCE4program uses these subject codes to classify piecegtofThis is done

quite simply by looking up each non-functioond! in an article in th& DOCE. A record

is kept of each subject code that is attached to a sense ofdhds wfter the whole

article has been processed, the subject whose code appears most frequently is deemed to
be the subject of the articldJsing theLDOCE articles can be classified IIORCE4as

being about, forx@ample,meteoology or physiol@y. The successful use of this method
requires a dictionary with a meaningful set of subject codesimple etension to
FORCE4would be to attempt to determine the sense of easl w the t&t and only use

the subject code associated with that sense, rather than recording the subjectvendes gi

1. Afunction word adds meaning to or she the relationships between contemtrds in a sentencelwo
examples ar¢heandof.



for all the senses of theond. Thesense disambiguationowld be carried out using
Algorithm 1. As the Basser Department of Computer Science does v@at@ess to the
LDOCE this modified method could not be tested.

3.2 Classification

Classification of tet can be accomplished with a standard dictionary without subject
codes if a thesaurus is/allable to supply subject groupingsThe resulting subject
classifications will depend on the subjects under which tsvin the thesaurus are
classified. Besperformance will be obtained by using a thesaurus that reflects the
subject classifications that a usesul be &pected to emplp Text can be classified by
looking up each wrd of the t&t in the thesaurus and remembering under which
thesaurus paragraphs @ls. Thesubject of the thesaurus paragraph that occurred most
frequently is deemed to be the subject of the article.

A standard thesaurus, such as the Macquarie, vasabéevels of classification.These
group words into small sets of syngms and lager groups of loosely relatedovds. W
have ot yet determined which of the fourvkts of classification is best suited for
retrieval purposes.

This method can, in a similaray to FORCE4 be modified to use a dictionary to
determine the sense in which @nd is being used in x& Oncethe sense is knmn
Algorithm 2can be used to map thewrd into a single thesaurus paragrapimding only
one paragraph number for eacbrd/leads to better accuyain dassification.

Another etension that wuld help to solg the problem of misclassification is to assume
that articles can wva nore than one subjecfThis can be achwed by saying that the
subjects of a piece ofxeare those subjects whose frequent occurrence is within
some percentage (specified by the user) of the most common subject.

3.3 Retrieval

Once all the pieces ofxein a collection hae keen classified a user can retaexticles
about ag desired subject by simply specifying the required subject.

4. Algorithms

The two dgorithms described here are based oarkwby Michael Lesk of Bell
Communications Researfl]. He describes ho counting word overlaps between
dictionary definitions can be used to determine the senseomfsvas theg appear in
natural tet.

4.1 Algorithm 1: Sense disambiguation

Algorithm 1 determines the dictionary definition of ard/ (called thetarget word) in a
piece of natural t¢. Thisis accomplished by looking up the definitions of therds
surrounding the tget word. Thesedefinitions are formed into one list ofowds. The
definition of the taget word is looled up in the dictionary and separated into a list of
words for each sensé hen the number of evd overlaps between 1) the list ofords for
each sense and, 2) thegarlist of words from the other definitions, is computethe



sense with the lgest number of werlaps is deemed to be the sense in which thgetar
word is being used in this piece okte

This algorithm vas tested on the clause ‘all hands to reef topsailge aim is to
determine in what sense theond ‘reef is being used.The dictionary definitions of
‘reef’ are:

reef

1 n.1. armarron ridge of rocks or sand, often of coral debris, at or
near the sudce of vater

2 2.Mining. a lode or in.

reef

w

n. 1. a part of a sail which is rolled and tiedwlo to reduce the

area &posed to the wind.

4  -v.t. 2.to shorten (sail) by tying in one or more reefs.

5 3. to reduce the length of (a topmast, avbprit, etc.), as by
lowering, sliding inboard, or the kk

6 -v.i. 4. (of a horse) to thm its head up, thereby pulling @gst
the reins.

reef

7 vt Collog.1.to remae, usu. by force (fol. byut).

8 2.to steal (fol. byoff).

Algorithm 1 choose sense 4, ‘to shorten (sail) by tying in one or more reefs’, which is the
correct sense for this use of therd reef.

4.2 Algorithm 2: Dictionary to thesaurus sense matching

Algorithm 2 matches a ovd sense in a dictionary to the corresponding section in a
thesaurus. &1 example, the sense ‘petrol, fuel, oil, etc., used to run an engine’ of the
word juice corresponds to the section of the thesaurus that contains ‘fuelustinhd
feed, juice’. This algorithm allavs a dictionary wrd sense to be coeerted into a list of
synoryms in a thesaurus.

Dictionary to thesaurus sense matching is carried out in a simégr tv sense
disambiguation. Théarget word is looled up in the thesaurudf it does not appear in
the thesaurus the algorithm reports an er@rould the taget word appear only once
there is only one choice for the matching thesaurus paragréipis. choice will be
correct if the thesaurus and dictionary are consistent.

When the taget word appears more than once in the thesaurus the algorithm must decide
which of the lists of syngms found contains the gt word used in the sense required.
Each of the lists of syngms has the tget word remweed. Next, each of the remaining
words in the lists is loaéd up in a dictionaryThe definitions for each of theonds in a
synorym list are combined together tovgia bng list of words. Thisprocess results in a

long list of words corresponding to each occurrence of thgetasord in the thesaurus.

The text of the dictionary sense of thedat word is then compared with each of therds

lists. Thethesaurus entry corresponding to therdvlist with the most erlaps is
assumed to contain a list of syiyams of the word sense.



An example of this algorithm on theasd standad is nov presented. Thevord sense
that is to be matched with a thesaurus section is:

11. a flag, emblematic figure, or other object raised on a pole to
indicate the rallying point of an arnfjeet, etc.

The \arious possibilities thatxest in the thesaurus are:

aveaage, classic, control group, ethic, flagwin, organ, fossil fuel,
musical piece, rank, standard (model), standard (yorstandard
(rule), ordinarystandard.

The algorithm chose:

flag, banderol, bannerbannerette, lrgee, dogane ensign, anion,
gonfalon, guidon, hoist, jack, labarum, pennant, pennon, standard,
streamervexillum.

That is the correct thesaurus section for this sense ofdtistandad.

5. Conclusion

This paper has describedawew nmethods of performing retwel from lage bodies of
text. Thesanethods der the promise of more fefient and successful retvia of text.

Both the methods consist of dvparts: the tvw underlying algorithms that perform sense
disambiguation and dictionary to thesaurus sense matching; amy afwsing these
algorithms dfectively. These tw parts are both important to the success of tresadi

system. Impreements in both are necessary to produce a commercially viable system.
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